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Abstract 

In this study we characterize bounds for analytic functions 

of matrices in Banach algebras. We consider both 2x2 and 

3x3 matrices in Hilbert spaces and Banach algebras in 

general with Jordan canonical representation and upper 

triangular matrices. 
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1. Introduction 

An analytic function is a function that is locally given by a convergent power series [1]. There exist both real analytic functions 

and complex analytic functions [2]. These functions are infinitely differentiable. A complex analytic function is holomorphic 

i.e., it is complex differentiable. A matrix function is a function which maps a matrix to another matrix  [3]. A matrix function 

can be lifted from a real function by power series, Jordan decomposition, Cauchy integral, matrix perturbations etc [4-8]. Bounds 

for analytic functions of matrices have attracted considerable interest over the years [9-11]. These bounds relate the size of the 

functions of matrices to the size of matrix polynomials over the numerical range [12-17]. The numerical range of a matrix is a 

convex subset of the complex plane, consisting of all Rayleigh quotients given by the following   

 

  =    

 

The numerical range has very nice properties including convexity and compactness [18]. Furthermore, the numerical range has 

applications in many areas including operator theory, dilation theory, C*-algebras and factorization of matrix polynomials (just 

to mention a few) and thus is a promising set to consider when seeking information about a matrix. The numerical range can 

also be generalized to higher rank numerical range, defined for  matrix  as 

 

, 1 . 

 

This was first introduced by [19]. The higher rank numerical range has application in quantum error correction codes. The 

interest for the bounds of analytic function stems largely from its importance in a number of applications including numerical 

analysis, harmonic analysis, quantum chemistry, quantum information theory, random matrix theory, quantum physics, 

perturbation theory etc. In this work, we build on the work of [20] to investigate the bound for analytic function of 3 3 matrices 

with numerical range as ellipse [21]. We study the bound 

 

 
 

And letting W(A) to be numerical range of A, we have 
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Where is an open convex subset of the complex plane ( ). 

 

2. Preliminaries 

In this section, we give some basic definitions, results and theorems used in this study. 

 

Definition 1.2.1: A set or  is said to be convex if the line segment connecting  and  is contained in 

.  

 

Definition 1.2.2: Let  if for then  is the eigenvalue of  and  is the eigenvector of . The set 

of all eigenvalues of  is the spectrum of  denoted as  

 

Definition 1.2.3: The convex hull of a set , denoted  is the minimal convex set containing . 

 

Definition 1.2.4: For any analytic function  defined on a set , it holds 

 

 
 

where  is a closed curve inside the domain  enclosing .This is called the Cauchy integral formula. 

 

Definition 1.2.5: Let  be a bounded linear operator, where and  are Hilbert spaces.Then the Hilbert adjoint 

operator   of  is the operator such that for all and , . 

 

Definition 1.2.6: Two vectors  and  in an inner product space  are said to be orthogonal if and only if  

denoted by . 

  

Definition 1.2.7: Let  be a subset of a Hilbert space . The set of all vectors orthogonal to  is called the orthogonal 

complement of   denoted by .i.e., . 

 

Definition 1.2.8: Let  .Write  with  Hermitiian, and let . The 

equation  , with  viewed as homogeneous line coordinates defines an algebraic curve of class called 

Kippenhahn polynomial. 

 

Definition 1.2.9: The real part of the algebraic curve  is called the associated curve denoted by . 

 

Definition 1.2.10: We say that a matrix  is reducible if there exist a unitary matrix  such that 

 

  ,  

 

where both diagonal blocks are of non-zero size. 

 

Definition 1.2.11: Let H be a Hilbert space. An operator  is called Hermitian or self-adjoint if      

 

Definition 1.2.12: Let H be a Hilbert space. An operator  is called unitary if   

 

Definition 1.2.13: A complex valued function  of a complex variable  is said to be holomorphic (or analytic) on a domain  

of the complex plane if  is defined and differentiable on  . That is, the derivative  of  defined by  

 

 exists for every   

 

Definition 1.2.14: Let , the unit disk centred at origin. Then the Blaschke factor is defined by  
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Definition 1.2.15. A Blaschke product is an expression of the form 

)()(
1
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=

, where  is non-negative integer. 

 

Definition 1.2.16: (Young’s inequality) If  and  are non-negative real numbers and  and  are positive real numbers such  

 

that ,  

 

then  . When , we have . Equality occurs if and only if . 

 

Definition 1.2.17: (Nevanlinna-Pick interpolation problem) In complex analysis, given initial data consisting of  

points  in the complex unit disc  and target data consisting of  points  in  , the Nevanlinna –Pick 

interpolation problem seeks to find a holomorphic function that interpolates the data that is for all , 

 

 
 

subject to the constrain  

 

 
 

For all  

 

Definition 2.0.1: The numerical range of  , is the subset  , given by 

 

, 

 

where ║.║denotes the 2-norm. Note that  is the continuous image of a compact set, and is thus itself a compact set in . 

As we will show, the numerical range of a linear operator is a convex set. This is a consequence of the Toeplitz-Hausdorff 

Theorem. We first review some basic properties of the numerical range.  

 

3. Main results  

In this section, we give the results of our study. We begin with the following proposition. Let Ω be a convex subset of the 

complex plane; we assume .Since is simply connected there exists a holomorphic bijection  from  onto the 

open unit disk  

 

 
 

From the Osgood-Caratheodory Theorem  admits an extension which is a homeomorphism from  onto . It is convenient to 

introduce the Blaschke functions              

,   (3.1.1) 

 

It is clear and if z   then  

 

We introduce also the set of finite Blaschke products 

 

( ={ }) 

 

We use the convention  if  so (0) ( ) corresponds to the constant function of modulus 1. It can be seen that this 

space is independent of the choice of the isomorphism  between  and D. The following theorem is a consequence of the 

Nevanlinna-Pick theory. 

 

Theorem 3.1.0: Let  be a square matrix with  ⊂  Then there exist a function   such that  

 

 and  Any such a function belongs to . 
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Proof: Let { },  be the set of the distinct eigenvalues of  and { } the corresponding multiplicities. Writing  in 

Jordan form we can see that  only depends on  and the values { }. 

From the compactness property of  we deduce that there exists  such that and . 

Then let  be the Nevanlinna–Pick interpolant of , i.e  is the function which minimizes among the solutions of 

 

 (3.2.2) 

 

It is known that there exists  such that  : We have 

 

 
 

 and  is unique. But 3. 2.2 implies  , therefore 

 

. 

 

We deduce  =1 and  

 

Remark 3.1.1: We remark on some properties of the function  

a) If  denotes a holomorphic isomorphism from to the unit disc  we have  Indeed  

with , and clearly  and  have the same maximum norm. 

b) If we have , thus  as soon as the matrix is unitary. That allows us to restrict 

our study to the case of upper triangular matrices without loss of generality. 

 

Lemma 3.1.1: The bound depends continuously on  and is decreasing with respect to (strictly decreasing 

i ). Furthermore 

 

  (3.3.3) 

 

Proof: (a) The continuity with respect to  follows from the Cauchy integral representation 

 

, 

 

where  is an oriented curve surrounding the spectrum of  (and therefore of ’ for ’ close enough to ), we deduce that 

tends to  as  uniformly with respect to the function  bounded by 1. 

 

b) If we have ⊆  , then we have  

 

 
 

Indeed let   such that  and  ,we have clearly since  , 

and we cannot have  except if  

 

  , i.e., if is constant. 

 

Note that this induces a continuity with respect to . Indeed, we can assume that  without loss of generality. Then we set, 

for  and we clearly have  ( , from part (a) continuously depend on . If  is another 

convex set close to  we have 

 

, if ⊂  and . 

 

That implies continuity with respect to for the Hausdorff distance. 

c) Turning now to the proof of (3.3.3), we first look at the case when the matrix  is normal. Then we have  

and the result is straight forward. 
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In the other cases the interior of  is not empty and we set  ). If  then we have clearly  

and from the previous theorem there exist a function 

 

  such that . But , thus we can find a sequence of polynomials  which 

uniformly tends to  in  which proves that  .When 

 

 we can find a unitary matrix such that 

 

 
 

with  diagonal and  .Then it is clear that   and for all  

 . Therefore, the result follows from the previous case. 

 

Now we give an explicit formula in the case of  matrix. In order to express it we introduce the following function. 

 

 
 

Proposition 3.1.3: If 

 

,  

 

then we have 

 

 if  

 

, if  

 

Proof: a) By continuity it is sufficient to consider the case . We define  

 

 , 

 

 , 

 

And we recall that 

 

  
 

Where, 

 

  (3.3.4) 

 

It is easily verified that if  is an automorphism of  the three quantities  remain invariant if we replace 

the matrix  by .Indeed we have just to verify this for automorphisms of the form  and  

, . Since such mappings  generate the automorphism group of . Note also that does not change if we 

replace  by since  is invariant by a unitary similarity. For all and it is possible to find an automorphism  

such that  and .Therefore it is sufficient to prove the proposition in the case where the matrix T 

is of the form. 
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,  (3.3.5) 

 

b) We now consider this case 3.3.5. A simple computation shows that  and in this situation the statement of 

the theorem reads. 

 

. 

 

If , a well- known von Neumann inequality asserts that , thus we only have to consider the case . It 

is clear that  (take in the definition of ). For the converse inequality we set 

 

 ,  , ; 

 

Then we have 

 

. 

 

This matrix satisfies , thus , and consequently 

 

. 

 

 But this quantity is the largest root of the equation 

 

 (3.3.6) 

 

If we define , then we have  and by a simple computation 

 

 
 

We deduce that  and  are the two roots of 3.6, thus , which implies the proposition.        

 

Corollary 3.1.4: If , and if  denotes a holomorphic bijection from onto the unit disk , then 

 

 if  

 

and 

 

,     if  

 

Proof: From remark 3.1.1(a) we have . We apply the previous proposition and use formula 3.3.4. 

 

Now we consider Bound for 3 3 matrices. We begin with the following classification concerning the numerical range of a 

 matrix  based on factorability of , given by Kippenhahn. 

Case 1: factors into three linear factors. Then consists of three (not necessarily distinct) points.  is normal (and 

therefore reducible), and  is the convex hull of its eigenvalues. 

Case 2: factors into a linear factor and a quadratic factor. Then consists of a point  (the eigenvalue of  

corresponding to the linear factor) and an ellipse .The numerical range is either an ellipse (if  lies inside ) or a "cone like" 

figure otherwise; in the latter case  is reducible (but not normal). 
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Case 3:  is irreducible and the degree of equals 4. Then has a double tangent and the boundary of contain one 

flat portion but no angular points. 

Case 4:  is irreducible and the degree of equals 6. Then consists of two parts one inside another; an outer part 

(and therefore  has an ovular shape. 

We consider case 2 of the Kippenhahn classification in which is an ellipse.The following results are known. 

 

Theorem 3.2.1: Let A be an  matrix with eigen values and suppose that its associated curve consists of ellipses, 

with minor axes of lengths ,  ,and  points. Then  

                   

   (3.2.1) 

 

For  conditions of theorem 3.2.1 are satisfied for being an ellipse and a point and in this case equation 3.2.1 takes 

the form 

 

      (3.2.2) 

 

Proof: Relabel the eigenvalues of  in such a way that  become the foci of the  ellipse and the remaining 

points of . Along with A, consider the matrix 

 

 
 

Since the polynomials and  have to be the same. Compute now the coefficients of  of these 

polynomials. When doing that, due to unitary invariance of , we may without loss of generality suppose that  is 

in upper –triangular form. The coefficient of  in  equals the sum of all  principal minors of , that is, 

 

 
                                  

 
 

Appling this formula to  (which already is in upper triangular form) we obtain 

 

 

Since = , it follows from here that 

 

= . 

 

Note that in setting of Theorem 3.2.1 all the respective coefficients of and  are equal. In particular, equating the 

coefficients of  yields  

 

, (3.2.3) 

                                                                                                                                                     

. 

 

If  and  is in upper triangular of the form 

 

   (3.2.4) 
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Condition 3.2.3 can be rewritten as  

 

, or simply  

 

. (3.2.5)   

 

Due to equation 3.2.2, 

 

 (3.2.6)                                                                                               

 

Hence the conditions 3.2.5, 3.2.6 are necessary for matrices 3.2.4 and 

 

 
 

to have the same associated curves. Therefore, the following criterion holds. 

 

Theorem 3.2.2: Let  be in upper triangular form 3.2.4. Then its associated curve  consists of an ellipse (possibly 

degenerating to a disk) and a point iff 

 

1. and 

2. The number )/  coincides with at least one of the eigenvalues  

 

If these conditions are satisfied, then  is the union of  with the ellipse having its foci at two other eigenvalues of  and 

minor axis of length . 

 

 

Theorem 3.2.3: Let A be a  matrix with the eigenvalues , . Then  is an ellipse iff conditions 1,2 of 

theorem 3.2.2 hold and in addition, 

 

3. , where the eigenvalue coinciding with is labeled  . 

 

Proof: Conditions 1, 2 are equivalent to  being a union of the ellipse (with foci at  and minor axis of length) and the 

point  .Condition 3 means that lies inside. According to Kippenhahn’s classification, this is the only case when is an 

ellipse. 

 

Proposition 3.2.4: 

 

 Let   satisfying conditions of theorems 3.2.2 and 3.2.3. then we have 

 

  if  

              

=   if  

 

And 

 

, if  

             

 =  if  
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4. Conclusion 

In this paper, we have obtained an explicit formula for the bound where A is a matrix with elliptical numerical 

range. This has been done by reducing it to the case of 2 2 matrices whose numerical range is elliptical. These results can be 

used to obtain bounds for matrices with Jordan canonical representation and upper triangular matrices. This applies strictly to 

functions of  matrices which include a wide variety of functions arising in Mathematical Physics, numerical analysis, 

network science etc. 
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