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#### Abstract

To build a relationship between a function and a variable from a given table of $n+1$ interpolation nodes $\left(x_{k}, y_{k}\right), k=0 . . n$, in Mathematics, if using numerical methods then people often build interpolated polynomials such as Lagrange interpolated polynomial, Newton interpolated polynomial, Hermit interpolated polynomial...


or least squares method. However, each method has certain advantages and disadvantages. This paper will show some advantages and disadvantages of the method of constructing Lagrange interpolated polynomials and Newton interpolated polynomials.
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## 1. Introduction

Currently, in real life, production and in mathematical models, we often encounter situations: already know some of the input data $x_{k}(k=0 . . n)$ and corresponding output data $y_{k}(k=0 . . n)$ without determining the functional relationship between these data. Therefore, for the convenience of programming, for determining the output data corresponding to any input data..., we seek to establish a functional relationship, in there variable is input, function is output. It means: find function $f(x)$ satisfies $y_{k}=f\left(x_{k}\right), k=0 . . n$. In which pairs $\left(x_{k}, y_{k}\right), k=0 . . n$ are called interpolation nodes. The establishment of the function $f(x)$ from $n+1$ these interpolation nodes can be through constructing the interpolated polynomial or using the least squares method.
If we use the method of least squares, we can construct any function $f(x) f(x)(f(x)$ is either linear or non-linear). And if we use interpolation polynomials, we build a function $f(x)$ in the form of a polynomial function - This is the most convenient form of function for programming on computers as well as for calculating and illustrating graphs... In some cases, even though the analytic expression of the function $f(x)$ is known explicitly, but because the calculation with that function is complicated, the corresponding interpolation polynomial $P_{n}(x)$ is built. Then all computations with $f(x)$ are approximated by the results of calculations over $P_{n}(x)$.
There are three types of interpolated polynomials commonly used: Lagrange interpolated polynomial, Newton interpolated polynomial, and Hermit interpolated polynomial. The process of identifying each type of polynomial will have its own advantages and disadvantages. The article will focus on analyzing the advantages and disadvantages of the method of building Lagrange interpolated polynomial and Newton interpolated polynomial.

## 2. Lagrange interpolated polynomial

We have $n+1$ interpolation nodes $\left(x_{k}, y_{k}\right), k=0 . . n$ on $[\mathrm{a} ; \mathrm{b}]$. At each $x_{k}(k=0 . . n)$, construct the polynomial

$$
L_{k}(x)=\frac{\left(x-x_{0}\right)\left(x-x_{1}\right)\left(x-x_{2}\right) \cdot\left(x-x_{k-1}\right)\left(x-x_{k+1}\right) m\left(x-x_{n}\right)}{\left(x_{k}-x_{0}\right)\left(x_{k}-x_{1}\right)\left(x_{k}-x_{2}\right) m\left(x_{k}-x_{k-1}\right)\left(x_{k}-x_{k+1}\right) m\left(x_{k}-x_{n}\right)}
$$

$L_{k}(x), k=0 . . n$ are called basic Lagrange polynomials. Then the Lagrange interpolation polynomial is determined by the formula:

$$
L(x)=\sum_{k=0}^{n}\left(y_{k^{*}} L_{k}(x)\right)
$$

Notice that $L_{k}(x), k=0$. nare polynomials of degree not more than degree $n$, so $L(x)$ should also be polynomials of degree no more than degree $n$ and $L\left(x_{k}\right)=y_{k}, k=0 . . n$.

Example 1: Construct a Lagrange interpolated polynomial for the following table of interpolation nodes and use the interpolated polynomial to approximate $y(4)$ ?

Table 1: Four interpolation nodes (Case 1)

| $\mathbf{x}$ | 1 | 3 | 5 | 7 |
| :---: | :---: | :---: | :---: | :---: |
| $\mathbf{y}$ | 1 | 17 | 49 | 97 |

(Table 1) Realizing that table 1 has four interpolation nodes, the Lagrange interpolated polynomial has degree no more than 3 degree.

At each node, we define the basic Lagrange polynomials:

$$
\begin{aligned}
& L_{0}(x)=\frac{(x-3)(x-5)(x-7)}{(1-3)(1-5)(1-7)} \\
& L_{1}(x)=\frac{(x-1)(x-5)(x-7)}{(3-1)(3-5)(3-7)} \\
& L_{2}(x)=\frac{(x-1)(x-3)(x-7)}{(5-1)(5-3)(5-7)} \\
& L_{3}(x)=\frac{(x-1)(x-3)(x-5)}{(7-1)(7-3)(7-5)}
\end{aligned}
$$

Then the Lagrange interpolated polynomial to be found is:

$$
\begin{aligned}
& L(x)=1 \cdot L_{0}(x)+17 \cdot L_{1}(x)+49 \cdot L_{2}(x)+97 \cdot L_{3}(x) \\
& =1 \cdot \frac{(x-3)(x-5)(x-7)}{(1-3)(1-5)(1-7)}+17 \cdot \frac{(x-1)(x-4)(x-7)}{(3-1)(3-5)(3-7)} \\
& +49 \cdot \frac{(x-1)(x-3)(x-7)}{(5-1)(5-3)(5-7)}+97 \cdot \frac{(x-1)(x-3)(x-5)}{(7-1)(7-3)(7-5)} \\
& =-\frac{1}{48}\left(x^{3}-15 x^{2}+71 x-105\right) \\
& +\frac{17}{16}\left(x^{3}-13 x^{2}+47 x-35\right) \\
& -\frac{49}{16}\left(x^{3}-11 x^{2}+31 x-21\right) \\
& +\frac{97}{48}\left(x^{3}-9 x^{2}+23 x-15\right) \\
& =2 x^{2}-1
\end{aligned}
$$

And then: $y(4) \approx L(4)=31$
Through example 1 above, it can be seen that the Lagrange interpolated polynomial construction process is very clear, simple, easy to understand, easy to implement with the above data set (the values are all integers). Changing the data slightly from Table 1, suppose we need to construct the Lagrange interpolated polynomial from the following table of interpolation nodes:

Table 2: Five interpolation nodes (Case 2)

| x | 1.1 | 3.2 | 4.05 | 5.5 | 7.02 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| y | 1.42 | 19.48 | 31.805 | 59.5 | 97.5608 |

With the data in Table 2, we need to construct five basic Lagrange polynomials. These basic polynomials cannot be re-used from Example 1, but must be recalculated from scratch. Each basic Lagrange polynomial has degree no more than 4 degree and basic Lagrange polynomial calculation involves decimal numbers so it is certainly easy to get confused, the calculation operation will be more complicated than with integers. If we do the full process as in example 1, we can also determine the Lagrange interpolation polynomial we are looking for $L(x)=2 x^{2}-1$ but giving this result is no longer as simple as example 1 .
Thus, from example 1 combined with the above hypothetical situation, we can see some advantages and disadvantages of the Lagrange interpolation polynomial construction method as follows:

## Some advantages

- The polynomial construction method is easy to understand, easy to perform calculations, the process of building polynomials is very clear step by step.
- According to the method content, programming on the computer is simple and easy to perform. Once the method has been programmed on the computer, determining the interpolated polynomial for a table with many nodes, or nodes with real numbers will become easier, faster and more accurate.


## Some disadvantages

- If the number of interpolated nodes is large, the calculation operations, although easy, are quite cumbersome and take a lot of time.
- Sometimes to further increase the accuracy of the polynomial, we can define extra interpolation nodes. However, if this method is used, when adding one or more interpolation nodes, the construction basic Lagrange polynomial must be performed from the beginning without reusing the basic Lagrange polynomials of the number table original material.


## 3. Newton interpolated polynomial

Assume on $\quad\left[\begin{array}{l}\text { a, b], we } \\
y_{k}=f\left(x_{k}\right), k=0 . . n, x_{k}<x_{k+1}(k=0 . . n-1)\end{array}\right.$

| Put $\quad \Delta x_{k}=x_{k+1}-x_{k}(k=0 . . n-1)$ | and |
| :--- | :--- |
| $\Delta y_{k}=y_{k+1}-y_{k}(k=0 . . n-1)$. |  |

We call the first- ratio of difference of the function $f(x)$ at $x_{k}$ is:

$$
f\left[x_{k}, x_{k+1}\right]=\frac{f\left(x_{k+1}\right)-f\left(x_{k}\right)}{x_{k+1}-x_{k}}=\frac{y_{k+1}-y_{k}}{x_{k+1}-x_{k}}=\frac{\Delta y_{k}}{\Delta x_{k}}(k=0 . . n-1)
$$

Similarly, the second ratio of difference of the function $f(x)$ at $x_{k}$ is:

$$
f\left[x_{k}, x_{k+1}, x_{k+2}\right]=\frac{f\left[x_{k+1}, x_{k+2}\right]-f\left[x_{k}, x_{k+1}\right]}{x_{k+2}-x_{k}} \quad(k=0 . . n-2)
$$

In general, the m -th ratio of difference of the function $f(x)$ at $x_{k}$ is:
$f\left[x_{k}, x_{k+1}, \ldots, x_{k+m}\right]=\frac{f\left[x_{k+1}, \ldots, x_{k+m}\right]-f\left[x_{k}, \ldots, x_{k+m-1}\right]}{x_{k+m}-x_{k}} \quad(k=0 . . n-m)$

Then we can determine:

$$
\begin{aligned}
& P_{n}(x)=y_{0}+\left(x-x_{0}\right) \cdot f\left[x_{0}, x_{1}\right]+\left(x-x_{0}\right)\left(x-x_{1}\right) \cdot f\left[x_{0}, x_{1}, x_{2}\right] \\
& +\ldots+\left(x-x_{0}\right)\left(x-x_{1}\right) \ldots\left(x-x_{n-1}\right) f\left[x_{0}, x_{1}, \ldots, x_{n}\right]
\end{aligned}
$$

$P_{n}(x)$ is the polynomial to be found, called the forward Newton interpolated polynomial, starting from $x_{0} . P_{n}(x)$ has a degree not exceeding $n$. Due to the uniqueness of the interpolated polynomial, $P_{n}(x)$ is also the Lagrange interpolated polynomial, but differing only in construction. In a similar way, we can construct the backward Newton interpolated polynomial, starting at $x_{n}$. The backward Newton interpolated polynomial is obtained from the forward Newton interpolated polynomial by interchanging the $k$ and $n-k$ indices. Specifically:

$$
\begin{aligned}
& P_{n}(x)=y_{n}+\left(x-x_{n}\right) \cdot f\left[x_{n}, x_{n-1}\right]+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \cdot f\left[x_{n}, x_{n-1}, x_{n-2}\right] \\
& +\ldots+\left(x-x_{n}\right)\left(x-x_{n-1}\right) \ldots\left(x-x_{1}\right) f\left[x_{n}, x_{n-1}, \ldots, x_{0}\right]
\end{aligned}
$$

Example 2: Construct the Newton interpolated polynomial for the table of interpolated nodes in example 1 (table 1) and use the interpolated polynomial to approximate $y(4)$ ?
Notice that table 1 has four interpolation nodes, so the Newton interpolated polynomial has degree no more than cubic.
First, we make a spreadsheet of the ratios from level one to level three. For the convenience of tabulation, we denote TH1, TH2, TH3 as level 1, level 2, and level 3 ratios respectively at $x_{k}, k=0,1,2$. Then the table of ratios is determined as follows:

Table 3: The ratio of the finite difference (E.g.,2)

| $x$ | $y$ | TH1 | TH2 | TH3 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |
|  |  | 8 |  |  |
| 3 | 17 |  | 2 |  |
|  |  | 16 |  | 0 |
| 5 | 49 |  | 2 |  |
|  |  | 24 |  |  |
| 7 | 97 |  |  |  |

From the spreadsheet of ratio of differences, we get the forward Newton interpolated polynomial from $x_{0}=1$ as

$$
\begin{aligned}
& P(x)=1+(x-1) \cdot 8+(x-1)(x-3) \cdot 2+(x-1)(x-3)(x \\
& -4) \cdot 0=2 x^{2}-1
\end{aligned}
$$

Similarly: The backward Newton interpolated polynomial from $x_{3}=7$ is

$$
\begin{aligned}
& P(x)=97+(x-7) \cdot 24+(x-7)(x-5) \cdot 2+(x-7)(x- \\
& 5)(x-3) \cdot 0=2 x^{2}-1
\end{aligned}
$$

It is easy to see that the Newton interpolated polynomial is also the Lagrange interpolated polynomial obtained in Example 1 (due to the unique property of the interpolated polynomial). And then we also get $y(4) \approx P(4)=31$
With the data in Table 1 , we see that the nodes $x_{k}, k=0,1,2,3$ are equally spaced $\mathrm{h}=2$ ( h is called a jump). In this case, we can also construct Newton interpolated polynomials with equidistant nodes. The construction method is as follows: Suppose that on $[a, b]$, we know
$y_{k}=f\left(x_{k}\right)$ with $x_{k}=x_{0}+k . h(k=0 . . n), h$ is a constant number and $h>0$. Then we call:
$\Delta y_{k}=y_{k+1}-y_{k}(k=0 \ldots n-1)$ is the first-order progressive finite difference at $x_{k}$.
$\Delta^{2} y_{k}=\Delta\left(\Delta y_{k}\right)=\Delta y_{k+1}-\Delta y_{k}(k=0 \ldots n-2) \quad$ is the second-order progressive finite difference at $x_{k}$.
$\Delta^{n} y_{k}=\Delta\left(\Delta^{n-1} y_{k}\right)=\Delta^{n-1} y_{k+1}-\Delta^{n-1} y_{k}(k=0)$ is the $\mathrm{n}-$ order progressive finite difference at $x_{k}$.
$\nabla y_{k}=y_{k}-y_{k-1}(k=1 \ldots n)$ is the first-order backward finite difference at $x_{k}$.
$\nabla^{2} y_{k}=\nabla\left(\nabla y_{k}\right)=\nabla y_{k}-\nabla y_{k-1}(k=2 \ldots n)$ is the secondorder backward finite difference at $x_{k}$.
$\nabla^{n} y_{k}=\nabla\left(\nabla^{n-1} y_{k}\right)=\nabla^{n-1} y_{k}-\nabla^{n-1} y_{k-1}(k=n)$ is the n-order backward finite difference at $x_{k}$.

Then: set $x=x_{0}+t . h$, we have a forward Newton interpolated polynomial starting from $x_{0}$ with equidistant nodes is

$$
P_{n}(t)=y_{0}+t \Delta y_{0}+\frac{t(t-1)}{2!} \Delta^{2} y_{0}+\ldots+\frac{t(t-1) \ldots(t-(n-1))}{n!} \Delta^{n} y_{0} .
$$

Similarly, set $x=x_{n}+t . h$, we have a backward Newton interpolation polynomial from $x_{n}$ with equidistant nodes is
$P_{n}(t)=y_{n}+t \nabla y_{n}+\frac{t(t+1)}{2!} \nabla^{2} y_{n}+\ldots+\frac{t(t+1) \ldots(t+(n-1))}{n!} \nabla^{n} y_{n}$.

Example 3: Construct the Newton interpolated polynomial with equidistant nodes for the table of interpolated nodes in example 1 (table 1) and use the interpolated polynomial to approximate $y(4)$ ?
First, make a spreadsheet of finite differences from the first to the third order. For the convenience of tabulation, we denote $\mathrm{HH} 1, \mathrm{HH} 2, \mathrm{HH} 3$ as finite differences of first, second, and third order respectively at $x_{k}, k=0,1,2$. Then the table of finite differences is defined as follows:

Table 4: The ratio of the finite difference (E.g.,3)

| x | y | HH1 | HH2 | HH3 |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 1 |  |  |  |
|  |  | 16 |  |  |
| 3 | 17 |  | 16 |  |
|  |  | 32 |  | 0 |
| 5 | 49 |  | 16 |  |
|  |  | 48 |  |  |
| 7 | 97 |  |  |  |

From the spreadsheet of finite differences, we have:
The forward Newton interpolated polynomial starting from $x_{0}=1$ :
With each $x=x_{0}+t . h=1+2 t \Rightarrow t=\frac{x-1}{2}$
$P_{n}(t)=1+t .16+\frac{t(t-1)}{2!} .16+\frac{t(t-1)(t-2)}{3!} .0=8 t^{2}+8 t+1$
Notice that the Newton interpolated polynomial in this case is a polynomial whose variable is $t$.

So, with $\mathrm{x}=4$, we have $t=\frac{4-1}{2}=1,5$. Therefore $\mathrm{y}(4)$ $\approx P(1,5)=31$
Similarly: The backward Newton interpolation polynomial starting from $x_{3}=7$ :
With each $x=x_{3}+t . h=7+2 t \Rightarrow t=\frac{x-7}{2}$
$P_{n}(t)=97+t .48+\frac{t(t+1)}{2!} \cdot 16+\frac{t(t+1)(t+2)}{3!} \cdot 0=8 t^{2}+56 t+97$
And with $\mathrm{x}=4$, we have $t=\frac{4-7}{2}=-1,5$. Therefore $\mathrm{y}(4)$ $\approx P(-1,5)=31$
Through example 2 and example 3 above, it can be seen that the process of building Newton interpolated polynomials is also very clear, simple, easy to understand, and easy to implement. Assuming we need to build Newton interpolated polynomials from a table of interpolated nodes that are decimal numbers like table 2, the calculation is quite simple with the help of a calculator.
Thus, from example 2 and example 3 , we can see some advantages - some disadvantages of construction method of Newton interpolated polynomials as follows:

## Some advantages

Newton's interpolation polynomial construction method is easy to understand, easy to perform calculations, the polynomial construction process is very clear step by step From the original data table, in order to increase the accuracy of the polynomial, if we add interpolation nodes, the tabulation of the ratios of difference or the finite difference does not have to be done from scratch as for the Lagrange interpolated polynomial, we just need to define other finite differences and differences, we can establish a polynomial.

## Some disadvantages

If the number of interpolated nodes is large, the calculation operations, although easy, are still quite cumbersome and time consuming.
In the case of Newton interpolated polynomials with equidistant nodes, special attention should be paid to the polynomial when it is a polynomial with variable $t$. Therefore, if we use interpolation polynomial to approximate the function value at $x=a$ (calculate $f(a)$ ), there is a need for more operations to convert the value from $x=a$ to $t=t_{0}$ respectively. Then $f(x=a) \approx P\left(t=t_{0}\right)$. This conversion is often forgotten by people, leading to erroneous results.
For Newton interpolated polynomials, people often confuse the calculation of the differences with the table of finite signs. Therefore, teachers need to re-emphasize this when teaching those contents.

## 4. Conclusions

The construction of each type of interpolation polynomial will have certain advantages and disadvantages as described above. Depending on the requirements of the problem and the purpose of the operator, we can consider which type of polynomial to use. However, because the construction of interpolation polynomials here is using numerical methods, without the support of software, the polynomials all have the common disadvantage that when the number of interpolation nodes is large, the operations Although easy to calculate, it is still quite cumbersome, time consuming and confusing.

Therefore, the method of using polynomial interpolation is only oriented, developing mathematical thinking for workers, but in fact to solve the problem of finding the functional relationship between input - output, people will use the support of software on the computer, specifically using MATLAB to produce results quickly and accurately.
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